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Neural Networks Are Everywhere …

Autonomous Driving
Aircraft Autopiloting 

Medical Diagnosis
Surgical Robots

[1] [2]

[1] Source: Bloomberg.
[2] Source: CeramTec.

https://www.bloomberg.com/news/articles/2018-09-12/how-self-driving-cars-can-get-past-the-learning-permit-stage-without-any-risk
https://www.ceramtec-medical.com/en/medical-equipment
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Especially Transformers ...
[1]

[1] Source: Tesla AI Day 2021
[2] Source: Cruise Under the Hood 2021

Cruise

[2]

https://youtu.be/j0z4FweCy4M
https://youtu.be/uJWN0K26NxQ
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y=sig(w1x1+w2x2+b)

sig(u)=1/(1+e^-u)
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But Why? A Look into these “AI” Models
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https://www.javatpoint.com/ai-informed-search-algorithms
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The Robustness Problem of NNs 

[1] “Optical adversarial attacks,” Gnanasambandam et al., ICCV, 2021. 
[2] “DeepXplore: Automated whitebox testing of deep learning systems,” Pei et al., SOSP, 2017.

[3] Cary et al., “Adversarial attacks on medical machine learning,” in Science, 2020.

Nominal Dark

Steer left Steer right

[2]

[1]

with high confidencewith low confidence

[3]

Input Space
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Robustness Verification as a Potential Remedy
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Main Approaches and Common Challenges

GT: Stop
NN: 30 kph limit
Exact Verifier: Non-robust

Input Space

NN

Output Space

GT: Stop 
NN: Stop

GT: Stop
NN: Stop
Exact Verifier: Robust

NN decision boundaryExact adversarial polytope Over-approximated adversarial polytopeAdmissible perturbation region

Appr. Verifier: Non-robust

• Challenge 1: The non-convex activations, e.g., ReLU

𝑣 = 𝝈 𝑢

𝑢0
𝐿𝐵 𝑈𝐵

• Challenge 2: Emerging architectures and operations

Appr. Verifier: Non-robust
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State of the Art in NN Robustness Verification

[1] Xu et al., “Enabling complete NN verification with rapid and massively parallel incomplete verifiers,” in ICLR, 2021.
[2] Tjeng et al., “Evaluating robustness of NNs with MIP,“ in ICLR, 2019. 
[3] Shi et al., “Robustness verification for transformers,” in ICLR, 2020.

MLPs (or CNN/RNN variants) Transformers

Approximate 
Verifier

Exact Verifier

~10e6 neurons 
Image Classification (CIFAR-10)

~10e5 neurons 
Image Classification (CIFAR-10)

~10e4 neurons 
Sentiment Analysis (Yelp)

Lacking, but a network of size ~10e3 
should be verifiable

[3]

[2]

[1]
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Our Focus – Sparsemax Transformers 

[1]

[1] Martins et al., “From softmax to sparsemax,” in ICML, 2016.

𝑢1 𝑢2 𝑢3

Sparsemax

0.1       1.1       0.2      0.3

0.0       0.9       0.0     0.1

𝑢4

𝑝1 𝑝2 𝑝3 𝑝4𝑝1 𝑝2 𝑝3 𝑝3

Softmax

0.17   0.45    0.18     0.2
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Reducing Robustness Verification to an Optimization Problem

Sparsemax Transformers

Encode

MIQCP (Mixed Integer Quadratically 
Constrained Programming)

min𝐷𝑖𝑠𝑡𝑝 𝑥, 𝑥′

𝑠. 𝑡. 𝑥′ ∈ Β𝑝 𝑥 ,

𝑓 𝑥 = 𝑔𝑡 𝑥 ∧ 𝑓 𝑥′ ≠ 𝑔𝑡 𝑥 .

Find the min perturbation,

within a budget, e.g., ε

where the perturbed input 
causes a wrong prediction.
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Accelerating Heuristics

• Interval analysis on Sparsemax activation

𝑢1 𝑢2 𝑢3

𝑢1 𝑢2 𝑢3

𝑎1 𝑎2 𝑎3

𝑎1 𝑎2 𝑎3𝑎1 𝑎2 𝑎3

𝑢1 𝑢2 𝑢3

Sparsemax

7.2 6.8 10.3

0.04 0.03 0.93

7.8 8.5 11.7

6.1 6.4 9.1

0.2

0.003

0.34

0.004

0.99

0.55

• Norm-space partitioning

[1] A recent improvement in Wei et al., “Convex bounds on the softmax function with applications to robustness verification,” in AISTATS, 2023.

[1]

Norm Space

Input Space

ε0

𝐷𝑖𝑠𝑡𝑝 𝑥, 𝑥′
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Experiment – Lane Departure Warning 

No. Features at t

1 Left lane existence 

2 Right lane existence

3 Distance to lane center

4 Longitudinal velocity

5 Lateral velocity

6 Longitudinal acceleration

7 Lateral acceleration

8-14 TTC of surrounding cars

No. Features at t

1 Left lane existence 

2 Right lane existence

3 Distance to lane center

4 Longitudinal velocity

5 Lateral velocity

6 Longitudinal acceleration

7 Lateral acceleration

8-14 TTC of surrounding cars

No. Features at t

1 Left lane existence 

2 Right lane existence

3 Distance to lane center

4 Longitudinal velocity

5 Lateral velocity

6 Longitudinal acceleration

7 Lateral acceleration

8-14 TTC of surrounding cars

𝑇

Extracted Features

MLP

Transformer

Neural Networks

Robustness Values

Data Collection Data Processing Model Training Model Verification

M
L
P

Transformer
0

Direction and time 
to lane departure

HighD Dataset
[1]

[2]

[1] https://www.highd-dataset.com/.
[2] TTC: Time to collision.

https://www.highd-dataset.com/
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Results – Ablation Study and Accuracy Assessment

98.52 98.61
97.89 97.69

92.1
91.21

85.04 84.81

80

85

90

95

100

Sparsemax-T Softmax-T ReLU-MLP Tanh-MLP

Accuracy - Classification Accuracy - Regression Robustness

?

A speed-up of over an order 
of magnitude

• On the proposed techniques • Classification and regression accuracy

?
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Results – Robustness Benchmark

Mean Var. No. Max 
(0.01)

ReLU-MLPs -- -- 100

Sparsemax-Ts 0.0041 0.0006 69

Statistics from verifying 5 ReLU-MLPs 
and 5 Sparsemax-Ts with 100 data points

≥

≥

26/60

32/60

2/60

[1] Wang et. al., “Can CNNs be more robust than Transformers,” in ICLR, 2023.
[2] Bhojanapali et. al., “Understanding robustness of transformers for image classification,” in ICCV, 2021.

[3] Shao et. al., “On the adversarial robustness of vision transformers,” in UCLR, 2021.

• The Transformer seems less robust than 

the MLP.

• A recent empirical work in vision tasks 

concludes similarly.

• Yet, some others disagree.
[2, 3]

[1]
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• Softmax not considered ➔ Iterative bound tightening (e.g., with Branch-and-Bound)

• Small NNs and simple task ➔ Real-world applications (e.g., via probabilistic verification)

• Point-wise analysis ➔ Domain-covered assurance (e.g., with combinatorial testing)

• Design-time verification ➔ Run-time verification (e.g., with different sensor modalities)
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• Robustness is a safety-related concern in NNs.

• Our study focuses on exact robustness verification for a specific variant of Transformers.

• Robustness, as an application-oriented property, needs to be verified before NN deployment.

Summary

Weather

Number 
of actors

Time of day

ClearRainySnowy

Morning

Afternoon

Evening

Limitations and Open Directions

Abstract Scenario

Point of verification 
with its admissible 
perturbation region
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Incomplete Verification due to Timeouts

≥

≥

[1]

[1] The points marked with “Lower” give the lower bounds for the Transformer.


